Improving Cache Locality for GPU-based Volume Rendering

Yuki SUGIMOTO\textsuperscript{a}, Fumihiko INO\textsuperscript{b,}\textsuperscript{*}, Kenichi HAGIHARA\textsuperscript{b}

\textsuperscript{a}Nippon Telegraph and Telephone East Corporation, 19-2, Nishi-shinjuku 3-chome, Shinjuku, Tokyo 163-8019, Japan
\textsuperscript{b}Graduate School of Information Science and Technology, Osaka University, 1-5 Yamada-oka, Suita, Osaka 565-0871, Japan

Abstract

We present a cache-aware method for accelerating texture-based volume rendering on a graphics processing unit (GPU). Because a GPU has hierarchical architecture in terms of processing and memory units, cache optimization is important to maximize performance for memory-intensive applications. Our method localizes texture memory reference according to the location of the viewpoint and dynamically selects the width and height of thread blocks (TBs) so that each warp, which is a series of 32 threads processed simultaneously, can minimize memory access strides. We also incorporate transposed indexing of threads to perform TB-level cache optimization for specific viewpoints. Furthermore, we maximize TB size to exploit spatial locality with fewer resident TBs. For viewpoints with relatively large strides, we synchronize threads of the same TB at regular intervals to realize synchronous ray propagation. Experimental results indicate that our cache-aware method doubles the worst rendering performance compared to those provided by the CUDA and OpenCL software development kits.
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1. Introduction

Volume rendering [1] is a visualization technique for the intuitive assessment of three-dimensional (3D) objects. For example, volume rendering facilitates the
advanced clinical diagnosis of computed tomography (CT) images \cite{2, 3} and the improved analysis of large-scale fluid dynamics simulations \cite{4, 5, 6}.

To generate helpful visualizations, voxel values of the target volume are accumulated into pixel values on the screen. A ray is generated from the viewpoint to each pixel, and then values of the penetrated voxels are sampled at regular intervals along the ray for accumulation. Thus, accumulation is accomplished from 3D space to 2D space. However, volume rendering is memory intensive rather than compute intensive, because voxel values can only be reused within neighboring rays. Consequently, rendering performance is highly dependent on efficient memory access.

To deal with such significant amounts of memory access, many renderers \cite{6, 7, 8} have been implemented using a graphics processing unit (GPU) \cite{9}, which is an accelerator for graphics applications. The memory bandwidth of a GPU is an order of magnitude higher than that of a CPU; bandwidth can reach 192.4 GB/s on a GeForce GTX 580 card and that for a Core i7 3770K processor can reach 25.6 GB/s. Furthermore, the GPU is capable of running thousands of lightweight threads in parallel, which is useful to compensate memory latency in data-independent computation. By using such an accelerator, the accumulation procedure can be parallelized easily, because it does not have data dependence between different rays (i.e., different pixels). Volume data is typically loaded as 3D texture to interpolate voxel values by taking advantage of the GPU’s texture mapping hardware \cite{10}. This special hardware has a cache mechanism that reduces data access latency. Consequently, rendering performance can be increased by maximizing the locality of reference.

We present a cache-aware method to increase the frame rate of texture-based volume rendering. The proposed method maximizes the locality of reference by dynamically selecting the width $w$ and height $h$ of thread blocks (TBs) so that a group of threads called warp \cite{11} can access data with a small stride. Because threads in the same warp are simultaneously processed on the GPU, we believe that such parallel threads must maximize the locality of reference. The selection of the TB shape $w \times h$ can be determined according to the geometrical relationship between the viewpoint and volume axes, because the physical stride between two adjacent voxels depends on the volume axis to which they are parallel. In addition to this warp-level optimization, our method performs TB-level optimization for specific viewpoints. Our method currently works with the compute unified device architecture (CUDA) \cite{11} and OpenCL \cite{12}, which is supported by most GPU architectures. We have extended our preliminary study \cite{13} by (1) realizing TB-level optimization that improves the worst frame rates and (2) collecting additional
evaluation results using an OpenCL-based renderer.

The remainder of the paper is organized as follows. Section 2 presents related studies in the area of GPU application optimization. Section 3 describes a typical implementation of texture-based volume rendering, and Section 4 gives an architectural overview of textures. Section 5 describes our run-time method that selects the TB shape for acceleration. Section 6 presents experimental results, and Section 7 provides conclusions and suggestions for future studies.

2. Related Work

Many research studies have examined the automatic tuning of TB size $wh$ for specific applications such as fast Fourier transform (FFT) [14], sparse matrix-vector multiplication [15], and stencil computation [16], where $w$ and $h$ represent the width and height of TBs, respectively. Ryoo et al. [17] presented a tuning strategy that optimizes the TB size $wh$. Their strategy evaluates resource utilization to investigate the number of resident TBs that run concurrently on the GPU. Although the TB size $wh$ was optimized using their strategy, the TB shape $w \times h$ was not investigated for optimization. We primarily focus on the TB shape $w \times h$ to improve cache locality for volume rendering.

Torres et al. [18] presented performance analysis results that are useful for selecting the TB size $wh$ and shape $w \times h$. They studied how global memory access performance varies depending on the TB size and shape. According to this study, they concluded that some performance criteria such as memory access pattern and total workload per thread helps to choose a TB geometry. They also further developed a collection of micro-benchmarks (uBench) [19], which provide useful performance information relative to TB size and shape for different architectures and applications. On the other hand, we clarify the critical factors that determine the best TB shape for texture-based volume renderers. According to our findings, we further realize an auto-tuning technique that dynamically tunes the TB shape for a given viewpoint.

Liu et al. [20] presented an optimization framework capable of empirically searching for the best optimizations for GPU applications. Their framework allows the easy determination of the best TB shape $w \times h$ in terms of performance. Similar auto-tuning strategies have been independently presented by Du et al. [21] and by Brodtkorb et al. [22]. In contrast to these empirical approaches, our approach yields insight into the relationship between data locality and memory access pattern. According to this insight, we can prune search space in terms of TB shape, and thus reduce run-time optimization overhead.
Zheng et al. [23] investigated a cache-aware scheme for CT reconstruction, in which they analyze the area of regions where values are written by the GPU. According to this analysis, their scheme switches the data format from row- to column-major order. However, format conversion is not a practical solution for volume renderers, because the volume can be rendered from arbitrary viewpoints. A similar cache-aware scheme was also presented by Okitsu et al. [24].

Govindaraju et al. [25] presented cache-efficient algorithms for sorting, FFT, and matrix multiplication problems. These algorithms were implemented using the OpenGL graphics library. Compared with CUDA, this graphics-oriented programming style is not sufficiently flexible for general-purpose computation. In fact, the TB shape is hidden in the underlying graphics layer.

Krüger et al. [7] presented the impact of visibility-based GPU acceleration techniques such as early ray termination and empty space skipping [26]. Using these acceleration techniques, rendering performance was increased by a factor of 3. In addition, a similar technique was presented by Rijters et al. [8], who employ an octree data structure on the GPU. These visibility-based techniques reduce data access, while our optimization strategy reduces data access latency by effective cache utilization.

3. GPU-based Volume Rendering

Here we present a well-known ray-casting algorithm [27] and explain a typical implementation of the algorithm on a GPU.

3.1. Ray Casting

Figure 1 illustrates the geometry used for ray casting [27]. Let $V$ be the volume to be rendered from the viewpoint. We consider a cubic volume of $N \times N \times N$ voxels, where $N$ is the volume size. We assume that each voxel has scalar data associated with color and opacity values. Let $x$, $y$, and $z$ be elements of the voxel coordinates.

The ray-casting technique casts a ray from the viewpoint to every pixel $(u, v)$ on the screen, where $1 \leq u \leq W$ and $1 \leq v \leq H$. Here $W$ and $H$ represent the width and height of the screen, respectively. The value $S(u, v)$ of pixel $(u, v)$ is then computed by accumulating color and opacity values of the penetrated voxels. This accumulation is performed at regular intervals along the ray in a front-to-back order:

$$S(u, v) = \sum_{i=1}^{n} \left( \alpha(e_i)c(e_i) \prod_{j=0}^{i-1} (1 - \alpha(e_j)) \right),$$

(1)
where \( e_i \) is the \( i \)-th voxel penetrated by the ray, \( n \) is the number of penetrated voxels, \( c(e_i) \) and \( \alpha(e_i) \) represent the color and opacity of voxel \( e_i \), respectively, and \( \alpha(e_0) = 0 \).

3.2. *Compute Unified Device Architecture*

A CUDA-compatible GPU [11] consists of at least hundreds of CUDA cores structured in a hierarchy. This hardware has tens of streaming multiprocessors (SMs), each containing multiple CUDA cores depending on its generation. Using these rich cores, thousands of threads can be executed in a single-instruction, multiple-thread (SIMT) fashion [11].

Threads are classified into data independent groups, i.e., TBs, which are then assigned to an SM in a cyclic manner until they exhaust available resources such as register files. Such data-independent TBs contribute to the flexible and efficient scheduling of threads. This allows more TBs to be resided and processed together on an SM and achieves the efficient overlap of memory operations and arithmetic instructions. Each resident and concurrent TB is further divided into groups of 32 consecutive threads called warps. A warp is the minimum scheduling unit managed by the SM. The execution order of warps is dynamically determined by the warp scheduler, which cannot be controlled from applications.

Threads usually form a 2D TB and can be identified with a 2D index. The TB shape \( w \times h \) can be specified by an argument to the kernel function, which runs on the GPU for acceleration. In contrast, the warp shape \( p \times q \) cannot be specified in the application directly. Here \( p \) and \( q \) represent the width and height of warps, respectively. However, warp shape is automatically determined by its enclosing
Table 1: Relationship between TB shape $w \times h$ and warp shape $p \times q$.

<table>
<thead>
<tr>
<th>TB shape $w \times h$</th>
<th>Warp shape $p \times q$</th>
<th>Aspect ratio of warp</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 $\times$ 256</td>
<td>1 $\times$ 32</td>
<td>1 : 32</td>
</tr>
<tr>
<td>2 $\times$ 128</td>
<td>2 $\times$ 16</td>
<td>1 : 8</td>
</tr>
<tr>
<td>4 $\times$ 64</td>
<td>4 $\times$ 8</td>
<td>1 : 2</td>
</tr>
<tr>
<td>8 $\times$ 32</td>
<td>8 $\times$ 4</td>
<td>2 : 1</td>
</tr>
<tr>
<td>16 $\times$ 16</td>
<td>16 $\times$ 2</td>
<td>8 : 1</td>
</tr>
<tr>
<td>32 $\times$ 8</td>
<td>32 $\times$ 1</td>
<td>32 : 1</td>
</tr>
<tr>
<td>64 $\times$ 4</td>
<td>32 $\times$ 1</td>
<td>32 : 1</td>
</tr>
<tr>
<td>128 $\times$ 2</td>
<td>32 $\times$ 1</td>
<td>32 : 1</td>
</tr>
<tr>
<td>256 $\times$ 1</td>
<td>32 $\times$ 1</td>
<td>32 : 1</td>
</tr>
</tbody>
</table>

TB, because threads in a warp belong to the same TB and have consecutive indexes. This implies that the warp shape $p \times q$ can be indirectly specified through the TB shape $w \times h$. Table 1 shows the correspondence between TB shape and warp shape when $wh = 256$. This table shows that horizontal warps (i.e., $p > q$) are generated if $w \geq 8$. Otherwise, vertical warps (i.e., $p < q$) are generated.

3.3. Texture-based Rendering with CUDA

Equation (1) indicates that different rays can be processed in parallel, because there is no data dependence between them. Consequently, typical renderers exploit data parallelism by assigning the accumulation of a ray to a thread. A screen of $W \times H$ pixels can then be rendered by $WH$ threads, which compose $\lceil W/w \rceil \times \lceil H/h \rceil$ TBs. Using this parallel scheme, voxels are accessed in the front-to-back order.

Since rays do not always penetrate the center of voxels, voxel values must be interpolated before accumulation. To accelerate this interpolation, many implementations employ texture-based rendering [10], which performs interpolation using GPU texture mapping hardware. Thus, the volume is accessed via 3D texture to take advantage of hardware-accelerated interpolation. Before accessing the volume, the 3D texture must be rotated against the fixed viewpoint to reflect the location of the viewpoint. Let $\theta_x$, $\theta_y$, and $\theta_z$ be the rotational angles around the
Figure 2: Relationship between frame rate and hit rate of texture cache: rotations around (a) the $x$-axis, (b) the $y$-axis, and (c) the $z$-axis. These results were obtained with a fullerene dataset (see Section 6).

$x$-, $y$-, and $z$-axes, respectively. We assume that these rotational transformations, each corresponding to one of the three axes, are applied to the volume in the order of the $x$-, $y$-, and $z$-axes. The location of an arbitrary viewpoint can then be specified by angle $(\theta_x, \theta_y, \theta_z)$, where $0 \leq \theta_x, \theta_y, \theta_z < 360$.

Figure 2 shows the results of a preliminary evaluation obtained with a CUDA software development kit (SDK) renderer [11]. The cache hit rate was measured by CUDA Visual Profiler, which provides profiling results on an SM. As shown in this figure, the hit rate of the texture cache primarily determines the rendering frame rate. These results motivated us to tackle the issue of cache optimization for fast rendering.

4. Texture Memory Organization

Figure 3 shows how a logical address space is mapped to a physical memory space in 3D texture [28, 29]. As shown in this figure, 3D texture consists of many 2D slices. Each slice is further optimized for 2D spatial locality via Morton’s z-order curve [30], as illustrated by the sequence of red arrows in Fig. 3. For simplicity, we assume that volume size $N$ is a power of two in the following discussion: $N = 2^L$, where $L$ is a natural number. As shown in Fig. 4, a Morton curve has a recursive hierarchy. Thus, a z-ordered block at the $l$-th level of the hierarchy contains a 2D slice of $2^l \times 2^l$ texels, where $1 \leq l \leq L$.

Although the Morton curve is optimized for 2D spatial locality, the physical stride between two adjacent voxels is not uniform in this data structure. Here we investigate the physical stride in more detail. Suppose that two adjacent voxels $e_i$ and $e_{i+1}$ are accessed during rendering. The stride between these voxels can then be classified into two groups depending on their coordinates:
Figure 3: Organization of 3D texture in CUDA. The series of red arrows represents the sequence of physical memory address in a 2D slice. The physical address is shown in the top left corner of each texel.

1. The adjacent voxels $e_i$ and $e_{i+1}$ have different $z$. In this case, $e_i$ and $e_{i+1}$ exist on two adjacent 2D slices. These voxels can be accessed with a stride of $N^2$, because they have the same $x$ and $y$.

2. The adjacent voxels have different $x$ or $y$. In these cases, voxels $e_i$ and $e_{i+1}$ exist on the same slice. The stride between them varies according to the axis to which they are parallel. For example, the strides in Fig. 3 range from 1 to 11 if $e_i$ and $e_{i+1}$ are parallel to the $x$-axis. However, as shown in Fig. 4, the maximum stride at the $l$-th level of the hierarchy appears between adjacent blocks of the internal $(l-1)$-th level, i.e., between texels $a$ and $b$ along the horizontal axis and between texels $c$ and $d$ along the vertical axis (Fig. 4). The physical indexes of texels $b$ and $d$ are $4^{l-1}$ and $2 \cdot 4^{l-1}$, respectively. On the other hand, the physical indexes of texels $a$ and $c$ are $\sum_{k=0}^{l-2} 4^k$ and $2 \cdot \sum_{k=0}^{l-2} 4^k$, respectively. Consequently, the maximum stride along the $x$-axis can be given by $4^{l-1} - \sum_{k=0}^{l-2} 4^k = (2 \cdot 4^{l-1} + 1)/3$, and the maximum stride along the $y$-axis can be given by $2 \cdot 4^{l-1} - 2 \cdot \sum_{k=0}^{l-2} 4^k = 2 \cdot (2 \cdot 4^{l-1} + 1)/3$. Because $N = 2^L$ and $1 \leq l \leq L$, voxels along the $x$-axis and $y$-axis can be accessed with maximum strides of $(N^2 + 2)/6$ and $(N^2 + 2)/3$, respectively.

In summary, the $x$-axis, $y$-axis, and $z$-axis have a different stride between adjacent voxels. This ratio can be approximated by $1 : 2 : 6$. Therefore, it is better to access...
Figure 4: Hierarchical structure of a Morton curve. A block at the $l$-th level contains four internal blocks of the $(l-1)$-th level. The maximum stride appears between these internal blocks; between texels $a$ and $b$ along the horizontal axis and between texels $c$ and $d$ along the vertical axis, where $a$, $b$, $c$, and $d$ represent the top-right, top-left, bottom-left, and top-left texels of the internal blocks, respectively.

voxels along the $x$-axis to achieve increased texture cache hits.

5. Proposed Method

Our cache-aware method, which primarily minimizes the stride of memory access for warps, consists of the following four strategies:

1. Dynamic selection of the TB shape (Section 5.1).
2. Transposed indexing of threads (Section 5.2).
3. TB size maximization (Section 5.3).
4. Synchronous ray propagation (Section 5.4).

The first strategy performs warp-level optimization, and the remaining strategies are responsible for TB-level optimization. These strategies are dynamically activated according to the location of the viewpoint (i.e., the rotational angle $(\theta_x, \theta_y, \theta_z)$). Table 2 summarizes the relationship between the activated strategies and typical rotations. Note that this table shows the relationship for $0 \leq \theta_x, \theta_y, \theta_z \leq 90$; however, it can be extended to other rotational angles $90 < \theta_x, \theta_y, \theta_z \leq 360$ using the symmetricity of geometry.

5.1. Dynamic Selection of TB shape

To maximize the locality of reference, the proposed method focuses on the following three points:

1. The SM simultaneously processes threads in the same warp.
Table 2: Relationship between the activated strategies and typical rotations. An empty cell corresponds to an inactive strategy.

<table>
<thead>
<tr>
<th>Rotation</th>
<th>Strategy</th>
<th>$\theta_x/\theta_y/\theta_z$: rotational angle (degree)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0–15</td>
</tr>
<tr>
<td>($\theta_x, 0, 0$)</td>
<td>1.</td>
<td>$32 \times 1$</td>
</tr>
<tr>
<td></td>
<td>2.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.</td>
<td></td>
</tr>
<tr>
<td>($0, \theta_y, 0$)</td>
<td>1.</td>
<td>$32 \times 1$</td>
</tr>
<tr>
<td></td>
<td>2.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.</td>
<td></td>
</tr>
<tr>
<td>($0, 0, \theta_z$)</td>
<td>1.</td>
<td>$32 \times 1$</td>
</tr>
<tr>
<td></td>
<td>2.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4.</td>
<td></td>
</tr>
</tbody>
</table>

2. Each volume axis has a different stride between adjacent voxels, as discussed in Section 4.
3. The warp shape $p \times q$ is determined by the TB shape $w \times h$, as mentioned in Section 3.2.

The first point motivates us to optimize the memory access pattern of a warp rather than that of a thread. This point is a unique feature owing to highly threaded GPU architecture. On earlier acceleration systems such as cluster systems [3, 31], optimization was achieved for a single process (i.e., a single ray). Such an optimization scheme is sufficient for earlier systems, where each processing core processes a single ray at a time. In contrast, we emphasize the optimization of a warp (i.e., a ray frustum) as a key GPU acceleration strategy, in which each SM simultaneously processes 32 threads (i.e., a warp). Thus, we must investigate the memory access pattern caused by a warp. Because voxels are sampled at regular intervals from the viewpoint, a warp accesses voxels on the surface of a sphere. For simplicity, we assume that this spherical surface can be approximated with
Figure 5: Geometrical relationship between the viewpoint and the volume axes: (a) \((\theta_x, \theta_y, \theta_z) = (0, 0, 0)\), (b) \((\theta_x, \theta_y, \theta_z) = (90, 0, 0)\), (c) \((\theta_x, \theta_y, \theta_z) = (0, 0, 90)\), and (d) \((\theta_x, \theta_y, \theta_z) = (0, 90, 0)\). For simplicity, we consider four representative viewpoints (a)–(d), which make two of the volume axes parallel to the screen axes. The \(x\)-axis and \(z\)-axis have the smallest stride and the largest stride among the volume axes, respectively.

For simplicity, we consider four representative viewpoints (a)–(d), which make two of the volume axes parallel to the screen axes. The \(x\)-axis and \(z\)-axis have the smallest stride and the largest stride among the volume axes, respectively.

For simplicity, we consider four representative viewpoints (a)–(d), which make two of the volume axes parallel to the screen axes. The \(x\)-axis and \(z\)-axis have the smallest stride and the largest stride among the volume axes, respectively.

a plane. Under this approximation, a warp accesses voxels on a plane that are parallel to the screen. Note that this approximation is used only for TB shape optimization. Our ray sampling procedure computes the exact ray length, because such an approximation can cause ring artifacts on the final image [32].

With respect to the second point, voxels should always be accessed along the \(x\)-axis, which has the smallest stride among the volume axes. However, this is not a practical solution, because the volume can be rendered from an arbitrary viewpoint, as shown in Fig. 5. Consequently, the volume axes have different appearances on the screen; thus, the \(x\)-axis can be parallel to one of the horizontal, vertical, and depth directions. Therefore, we give priority to the volume axes, i.e., voxels should be accessed in the order of \(x\), \(y\), and \(z\) to produce smaller strides. We optimize the warp shape to realize this warp prioritization.

The third point plays a key role in realizing prioritized access. The warp size \(p \times q\) must be selected so that each warp can access voxels in the order of \(x\), \(y\), and \(z\). For example, horizontal warps are better than vertical warps if the primary axis with a smaller stride appears as a horizontal line on the screen, as shown in Figs. 5(a) and 5(b). In such cases, horizontal warps are permitted to access voxels with smaller strides than vertical warps.

According to the three points mentioned above, we determine the TB shape \(w \times h\) for an arbitrary rotational angle \((\theta_x, \theta_y, \theta_z)\) (Table 2). Given \((\theta_x, \theta_y, \theta_z)\), the TB shape \(w \times h\) is determined by the following three steps:

1. Parallel plane detection. From the \(xy\)-, \(yz\)-, and \(xz\)-planes, our method detects the plane most parallel to the screen. For example, the \(xy\)-plane is such a parallel plane in Figs. 5(a) and 5(c). This parallel plane can be
easily detected by choosing a plane that has the maximum inner product of its perpendicular line and the viewing direction.

2. Primary axis detection. The primary axis with a smaller stride is selected from the two axes that compose the parallel plane. For example, the parallel plane in Fig. 5(d) is the $yz$-plane; thus, we select the $y$-axis as the primary axis.

3. TB shape selection. The TB shape is selected according to the direction of the primary axis rendered on the screen. Vertical warps are selected if the primary axis is rendered in vertical lines on the screen, and horizontal warps are selected if the primary axis is rendered in horizontal lines on the screen. For example, the TB shape of $1 \times 256$ is selected for viewpoints in Figs. 5(c) and 5(d), because the primary axis is rendered in a vertical line from these viewpoints. For other oblique lines, we use a hybrid of vertical and horizontal warps. To achieve this, we classify the rotational domain $0 \leq \theta_x, \theta_y, \theta_z \leq 90$ into six groups (Table 2), because the warp shape $p \times q$ can be one of the six configurations (Table 1), and a vertical line becomes a horizontal line after 90 degree rotation.

With respect to the $32 \times 1$ warp shape, there are four candidates for the TB shape in Table 1: $w \times h = 32 \times 8, 64 \times 4, 128 \times 2,$ and $256 \times 1$. Among these candidates, we use $w \times h = 32 \times 8$, according to our preliminary evaluation results. This shape achieves the highest performance among the candidates, because textures are optimized for 2D spatial locality, as mentioned in Section 4. From this viewpoint, horizontal warps in a TB should be placed vertically rather than horizontally.

5.2. Transposed Indexing of Threads

In contrast to the dynamic selection of the TB shape, which performs warp-level optimization, the remaining strategies perform TB-level optimization. The transposed indexing of threads is activated when the primary axis is parallel to the vertical direction (Table 2). This strategy intends to position a series of TBs as vertical as possible; thus, SMs are allowed to access voxels along the primary axis with a smaller stride.

Figure 6 shows an example of transposed indexing. As shown in Fig. 6(a), our method chooses vertical TBs if the primary axis is vertical. However, a series of vertical TBs is placed horizontally in the original indexing, which are then assigned to SMs in a cyclic manner. Consequently, SMs simultaneously access different columns, failing to exploit the data locality along the primary axis.
We apply a transpose operation to thread indexing by exchanging the \((u, v)\) coordinate with the \((v, u)\) coordinate to solve this problem. Owing to this transposed geometry, a series of vertical TBs is placed vertically, as shown in Fig. 6(b). As a result, this execution configuration is symmetric to that in Fig. 6(c), which is selected if the primary axis is parallel to the horizontal direction.

5.3. Thread Block Size Maximization

As mentioned in Section 3.2, the SM is expected to concurrently execute several resident TBs. Having more resident TBs is useful to maximize the effect of memory access hiding if they have high locality with a high cache hit rate. However, this does not apply if resident TBs access a wide range of memory addresses with poor locality. In this case, it is better to maximize the TB size \(wh\) to reduce the number of resident TBs. In addition, the TB size \(wh\) must be a multiple of the warp size (i.e., 32) to avoid CUDA cores idling during SIMT execution.

With respect to our renderer, we found that the latter case appears when the \(x\)-axis is parallel to the depth direction. Such a situation forces threads to access voxels along the \(y\)-axis; thus, the warps are required to tolerate relatively large strides. To make the matter worse, resident TBs are usually responsible for separate regions on the screen due to the cyclic task distribution mentioned in Section 3.2. Consequently, we use a TB size \(wh\) of 512, which is the largest configuration that can run on the GPU used in our experiments.
5.4. Synchronous Ray Propagation

Owing to the nature of SIMT execution, resident threads can concurrently execute different lines of the GPU code. This implies that rays proceed independently even though they are assigned to the same TB. Our synchronous ray propagation intends to minimize the gap in the depth direction between propagating rays. To achieve this, we simply perform synchronization by calling `__syncthreads()` at every loop iteration (i.e., at every sampling step).

Because this strategy incurs synchronization overhead, our method activates the strategy when the \(xy\)-plane is parallel to the screen (Figs. 5(a) and 5(c)). In this case, rays are parallel to the \(z\)-axis, which has the largest stride. Consequently, overhead may be negligible compared with the benefit provided by cache utilization.

6. Experimental Results

To evaluate our cache-aware method in terms of rendering performance, we applied the method to renderers included in both CUDA and OpenCL SDKs [33, 34]. The original renderers use a 1D texture to store a color map table, which associates color and opacity values with each voxel. Because reference to this table results in the perturbation of cache behavior, we modified the code to store the table in fast shared memory [11]. Thus, the modified code uses textures only for the volume data. We also modified the OpenCL-based renderer so that it can behave the same as the CUDA-based renderer; we replaced its back-to-front rendering algorithm with a front-to-back algorithm and adopted early ray termination [7] for acceleration. Both the original versions use a fixed TB shape \(w \times h = 16 \times 16\) (i.e., \(p \times q = 16 \times 2\)) for arbitrary viewpoints.

We used two datasets, fullerene and atom, which are shown in Fig. 7. The atom dataset can be regarded as a transparent dataset, whereas the fullerene dataset can be regarded as an opaque dataset. Both datasets were resized to \(N = 1024\), each with 8-bit data, and were rendered on a screen of size \(W \times H = 1024 \times 1024\). We used a desktop PC equipped with an NVIDIA GeForce 580 GTX card and an Intel Core i7 930. Our machine ran with Windows 7, CUDA 4.2, OpenCL 1.1, and graphics driver version 306.97.

Figure 8 shows the frame rates of the atom dataset with our dynamic method and the original static method. During measurement, we rotated the volume around the \(x\)-, \(y\)-, and then the \(z\)-axes. Figure 9 shows the width \(p\) of warps selected for viewpoints.
Figure 7: Experimental datasets. (a) Spatial probability distribution of the electron in a hydrogen atom; (b) a buckyball fullerene.

First, for the \( x \)-axis rotation, the parallel plane can be the \( xy \)-plane or the \( xz \)-plane (Figs. 5(a) and 5(b)). As shown in Fig. 8(a), the static method shows relatively high frame rates; however, the frame rate decreases slightly for rotational angles near \( \theta_x = 90 \) and 270. In contrast, the proposed method eliminates such performance degradation successfully by utilizing horizontal warps for all \( \theta_x \) (Fig. 9(a)). As shown in Figs. 5(a) and 5(b), this performance degradation is due to the \( z \)-axis, which becomes parallel to the vertical direction at \( \theta_x = 90 \) and 270. Because the \( z \)-axis has the largest stride, it is better to use horizontal \( 32 \times 1 \) warps for such rotational angles.

For the \( y \)-axis rotation, the parallel plane can be the \( xy \)-plane or the \( yz \)-plane (Figs. 5(a) and 5(d)). The frame rates in Fig. 8(b) show significantly different behavior compared with those in Fig. 8(a). The frame rate decreases in both the static method and our method when \( 30 \leq \theta_y \leq 150 \) and \( 210 \leq \theta_y \leq 330 \); however, the worst frame rate increases from 7.9 fps to 15.2 fps by our proposed method. This increase of worst frame rate is due to the switch to vertical warps and transposed indexing of threads (Fig. 9(b)). These significant decreases are also due to the \( z \)-axis, which appears vertical when \( \theta_y = 90 \) and 270 (Fig. 5(d)). At these rotational angles, the \( x \)-axis is parallel to the depth direction. Consequently, warps cannot exploit the highest locality, even though we optimize their shape. When \( \theta_y = 90 \), our dynamic selection strategy increased the frame rate from 7.9 fps to 11.0 fps, which was then increased to 12.6 fps by our transposed indexing strategy.
In-place rotation of the volume dataset may be useful for this worst case, because this transformation can significantly increase the frame rate by swapping the z-axis with the y-axis. However, current CUDA prohibits writing to textures (i.e., CUDA arrays) [11]. Consequently, this idea will be useful in the future architectures that provide writable CUDA arrays.

Finally, for z-axis rotation, the parallel plane can be the xy-plane (Figs. 5(a) and 5(c)). The frame rates in Fig. 8(c) are similar to those of Fig. 8(a); however, our method fails to outperform the static method at $\theta_z = 0 (= 360)$ and 180. This is due to the overhead of thread synchronization. As mentioned in Section 5.4, we activate our synchronous ray propagation strategy when the z-axis is parallel to the depth direction. Switching this strategy off at $\theta_z = 0 (= 360)$ and 180 increased the frame rate from 51.6 fps to 54.3 fps, which is close to that of the static method (54.8 fps). However, asynchronous ray propagation dropped the frame rates at other angles.

Note that the fundamentals of our optimization results are similar to those observed by Torres et al. [18, 19], because both change the TB shape to find the best memory access pattern of a warp. However, we found that vertical warps maximize rendering performance for some viewpoints, whereas such execution configurations resulted in a poor performance in [18, 19]. We think that the different performance behaviors are due to the memory access pattern inherent in the target problem (i.e., volume rendering), where voxels can be accessed from arbitrary directions. Our work extends the previous work by realizing an auto-tuning technique that considers the real memory access pattern in a specific application.

We then analyzed the frame rates for the opaque fullerene dataset. This opaque dataset allows rays to be terminated earlier than the transparent atom dataset. For example, the mean and deviation of sampling counts per ray are 320 and 250 for y-axis rotation of the opaque dataset, respectively. Without early ray termination,
Figure 9: The width $p$ of warps selected for viewpoints: rotations around (a) the $x$-axis, (b) the $y$-axis, and (c) the $z$-axis. The height is given by $q = 32/p$. The original static method uses $p = 16$ for arbitrary viewpoints.

These values increase to 499 and 417, respectively, for both datasets. For the transparent dataset, the mean and deviation are 480 and 401, respectively, which are slight decrease compared to the original values. Note that we consider here rays penetrating at least one voxel, because rays that propagate outside the volume region are not generated during rendering.

Figure 10 shows the measured results for the $x$-, $y$-, and $z$-axis rotations. In comparison with Fig. 8, the frame rates of the static method increase by roughly 20 fps because of early ray termination. However, this increase cannot be clearly seen when $30 \leq \theta_y \leq 150$ and $210 \leq \theta_y \leq 330$, as shown in Fig. 10(b), where the frame rates are less than 20 fps. In contrast, our dynamic method successfully increases the frame rates to approximately 30 fps, as shown in Fig. 10(b). The proposed method improves the degraded frame rate from 13.0 fps to 29.0 fps when $\theta_y = 90$, obtaining a speedup factor of 2.2, which was the best result. This indicates that, for opaque datasets, the impact of cache optimization is larger than that of visibility-based optimization, such as early ray termination. Furthermore, the achieved frame rates ($\sim 30$ fps) are higher than those obtained with the transparent dataset ($\sim 20$ fps, Fig. 8(b)), which has longer rays than the opaque dataset. As compared to long rays, short rays prevent large gaps between progress in ray propagation. This means that, for opaque datasets, warps can exploit locality along the depth direction. Actually, the best speedup of 2.2 is higher than that for the transparent dataset, and it is obtained when rays proceed along the best $x$-axis ($\theta_y = 90$). We believe that our cache-aware method cooperates well with visibility-based methods, because both methods focus on different performance criteria. That is, our method reduces the latency of a texture fetch while early ray termination reduces the number of texture fetches.

As shown in Fig. 10(c), we again observed performance decrease due to the
Figure 10: Frame rates of our dynamic method and the original static method: rotations around (a) the $x$-axis, (b) the $y$-axis, and (c) the $z$-axis. The fullerene dataset was used with CUDA.

synchronization overhead. In contrast to the transparent dataset results shown in Fig. 8(c), the decrease can be found in many rotational angles around $\theta_z = 0 \ (= 360)$ and 180. This is due to early ray termination, which shortly terminates rays on the object surface. Because of this early termination, the penetration length in the depth direction is reduced between propagating rays. Consequently, such short rays can be more naturally synchronized compared with long rays propagating transparent objects. Thus, the static method, which does not synchronize threads at every iteration, propagates naturally synchronized rays for the opaque dataset. For such short rays, the synchronization cost outweighs the benefit (i.e., better cache utilization).

Finally, we evaluated our method using an OpenCL-based renderer. Figure 11 shows the frame rates for the atom dataset. Compared with the CUDA-based results shown in Fig. 8, the frame rates decrease by roughly 33%. This lower performance is most likely due to the driver, which is not well optimized for OpenCL. Despite this lower performance, the performance characteristics shown in Fig. 11 are similar to those of Fig. 8. The proposed method increased the frame rates for the $y$-axis rotation successfully. However, the synchronization overhead again reduced frame rates for the $z$-axis rotation. Consequently, a detailed overhead investigation is required before using our synchronous ray propagation strategy.

7. Conclusion

In this study, we presented an acceleration method for texture-based volume rendering on a GPU. The proposed method increases the hit rate of texture cache by selecting the shape of TBs at run time. This dynamic selection of TB shape focuses on the geometrical relationship between the viewpoint and volume axes and determines TB shape so that threads in the same warp can have a small memory
access stride. Such a small stride can be obtained if each warp accesses consecutive voxels along the $x$-axis. In addition to this warp-level optimization, our method also activates TB-level optimization for some specific viewpoints.

We compared our method with a static method that uses a fixed TB shape. We found that our dynamic method increased frame rates for $y$-axis rotation; however, rendering performance was relatively lower than other viewpoints. Moreover, our cache-aware method worked efficiently with a visibility-based method, demonstrating particular efficient utilization of texture cache for an opaque dataset. Owing to our cache utilization, the worst frame rates were increased from 13.0 fps to 29.0 fps, achieving a speedup factor of 2.2.

Future work includes further investigation of the synchronous ray propagation strategy. Although we found that this strategy increased the frame rates for some viewpoints, its effectiveness depends on the implementation platform and data content.
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